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Background



Instance Segmentation

HTC [Chen et al. CVPR2019]

Referring Segmentation

LAVT (Ours)

Fixed Category

Background

Open Vocabulary

“man on the left”



Related Work

CNN+LSTM [Hu et al. ECCV2016]

ImageSpirit: Verbal Guided Image Parsing [Cheng et al. TOG2014]
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Related Work

A shift of paradigm is happening for RIS on two dimensions:

1. Specialized modeling of cross-modal correspondences - Transformers

2. Convergence on the vision and language backbones - Transformers

RMI
[Liu et al. ICCV2017]

CMPC
[Huang et al. CVPR2020]

EFN
[Feng et al. CVPR2021]

VLT
[Ding et al. ICCV2021]

CNN+LSTM
[Hu et al. ECCV2016]

FCN
[Long et al. CVPR2015]

Swin Transformer 
[Liu et al. ICCV2021]

Vision Transformer 
[Dosovitskiy et al. ICLR2021]

Non-local NNs
[Wang et al. CVPR2018]

Graph ConvNets
[Kipf et al. ICLR2017]



Related Work

Transformers have shown to be the best on both fronts

Why not unite efforts to build a more unified approach: let cross-modal 

correspondence modeling benefit from the vision Transformer encoder?
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Approach



Approach

Pixel-Word Attention Module (PWAM)

Framework



Approach

Pixel-Word Attention Module (PWAM)Language Path (LP)

Framework



Experiment

RefCOCO RefCOCO+ G-Ref

#Images 19,994 19,992 26,711

#Objects 50,000 49,856 54,822

#Expressions 142,209 141,564 104,560

Evaluation Metric

➢ Overall Intersection-over-union (oIoU)

➢ Mean Intersection-over-union (mIoU)

➢ Precision at the α threshold values (P@α)

Dataset

RefCOCO, RefCOCO+[Yu et al. ECCV2016];  G-Ref [Mao et al. CVPR2016]



Experiment – Comparison with State-of-the-art Methods



Experiment – Ablation Study



Experiment – Visualized Results



Conclusion

➢ LAVT: leveraging the multi-stage design of a vision 

Transformer for jointly encoding multi-modal inputs

➢ Experimental results on three benchmarks have demonstrated 

its advantage with respect to the state of the art

➢ Code available at https://github.com/yz93/LAVT-RIS



Future Work – Language-Guided Dense Prediction

DenseCLIP
[Rao*, Zhao* et al. CVPR2022]

Language-Driven 
Semantic Segmentation

[Li et al. ICLR2022]



Future Work – Referring Segmentation in Other Fields

InstanceRefer
[Yuan et al. ICCV2021]

Referring Video Segmentation
Referring 3D 

Instance Segmentation

HINet
[Yang*, Tang* et al. BMVC2021]

CPL
[Zheng et al. CVPR2022]

Temporal Sentence Grounding



Thanks All!


